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Solvation and the Excited-State Tautomerization of 7-Azaindole and 1-Azacarbazole:
Computer Simulations in Water and Alcohol Solvents
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Computer simulations are performed in order to investigate the role hydroxylic solvents play in catalyzing
the excited-state tautomerization of 7-azaindole (7-Al) and 1-azacarbazole (1-AC). Classical Monte Carlo
and molecular dynamics methods are used to test the idea that reaction rates in these systems are controlled
primarily by the fraction of solutes that are “correctly” solvated. Assuming that correct solvation involves
formation of a cyclic 1:1 solutesolvent complex, reactive fractions are computed for a series of eight
hydroxylic solvents: methanol, ethanol, 1-propanol, 2,2,2-trifluoroethanol, 2-prop@nehutyl alcohol,
ethylene glycol, and water. In all cases the reactive fractions so calculated are s@&ll &énd are of the

correct magnitude to account for the relatively slow reaction observed in neat solvents. The underlying cause
for these small reactive populations can be rationalized on the basis of the weak hydrogen bonds afforded by
a cyclic arrangement. In nearly all cases these fractions correlate nicely with the observed reaction rates,
thereby validating the basic picture of the solvent involvement in these reactions developed on the basis of
experimental studies.

I. Introduction SCHEME 1

7-Azaindole (“7-Al") and 1-Azacarbazole (“1-AC”; Scheme 7-Azaindole (7-AD) - 1-Azacarbazole (1-AC)

1) are representatives of a class of molecules that undergo rapid =

excited-state tautomerization in the presence of suitable hydrogen- - B N
bonding partners. These molecules have attracted considerable
attention for a number of reasons. In the earliest work, excited-
state tautomerization in 7-Al dimers was examined as a model
for radiation-induced processes in DNA base paits.dimers,
tautomerization is believed to be effected by a double proton
switch between the two components of the dimer (Scheme 1b),
one of which is electronically excited and the other of which is

in the ground state. Reaction in both 7-Al and 1-AC dimers
occurs in a few picoseconds in room-temperature solgition
and nearly this quickly at the low temperatures achieved in
supersonic expansidrf. Studies of 1-AC and 7-Al complexed

to single molecules of various carboxylic acids, amides, and
lactam$78 have also shown very rapid reaction, especially in
cases where the complexing partner acts as a catalyst (i.e. is
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chemically unchanged) in the process. In addition to studies \ I
of isolated complexes, a number of workers have investigated
the excited-state tautomerization of 7°Al® and 1-AC®?tin to difficulty of forming such reactive structures in bulk

bulk alcohol and water solvents. These systems present ago|ytion22 The kinetics is most simply described by the two-
striking contrast to the former cases in that in bulk alcohols step mechanism shown in Figure 1a. The second step of this
and water the reaction is found to occur hundreds to thousandsmechanism, which involves the actual proton transfer, is
of times more slowly at room temperature. In addition, in bulk 35sumed to be rapit—! < 5 ps)) by analogy to reactions in
solvents the reaction is strongly activated such that decreasingjsg|ated complexes. Prior to excitation, most 7-Al molecules
the temperature to near 200 K results in unobservably slow gre solvated in a manner not conducive to reaction. Little if
reaction. any prompt reaction observed, and the reaction rate is largely
The mechanism of the solvent involvement in the tautomer- dictated by the initial, solvent-reorganization step. Two limits
ization of 7-Al in bulk alcohols and especially in bulk water can be envisioned for how this solvent-reorganization step
has been the subject of considerable discussion. Virtually all affects reaction, and both limits have been used for interpretation
workers postulate that formation of a 1:1 cyclically bonded of experimental data. In one limit the solvent-reorganization
7-AlI—ROH complex of the sort shown in Scheme 1c is a step can be assumed to be rate-limiting such that the observed
prerequisite to reaction. The difference between reaction ratesrate constant for reaction is roughty. The opposite limit is
in dilute solution and bulk protic solvents is generally attributed reached when solvent equilibration is rapid relativégga In
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(a) 2-Step Model The model portrayed in Figure 1b provides a consistent

explanation of the behavior observed in all alcohol solvents and
kl

7 | \ m Ker | A A\ in water. However, Petrich and co-work&rargue that the

\ R " ~ N o situation in water is qualitatively different from that in alcohol
N Y 1 N M | H solvents. They interpret their observations of the 7-Al reaction
i R Hno” as indicating that only a small fractiorsR0%) of the 7-Al in
o\R e L L a room-temperature aqueous solution are correctly solvated to

tautomerize relatively rapidly (in 40100 ps). Most £ 80%)
of the solutes are envisioned to be in a state of solvation that
) “blocks” tautomerization for times longer than thé ns lifetime
(b) Continuous Solvation Model of the excited state. Chou et’8lshare the viewpoint that the
emission characteristics of 7-Al in water reflect the inability of
7-Al to tautomerize as a result of the different solvation structure
in water compared with that in alcohol solvents. Our interpreta-
tion of the emission spectra of 7-Al in water is that the observed
lifetime of 800 ps in fact represents the reaction timelbfof
| NN\ the 7-Al solutes® Similar observations can be made with
=~ respect to 1-AC in water. Although the reaction times are
slower than in alcohols, we envision the mechanism and the
g solvation states involved to be much the same in water as in
R alcohol solventg!

Tautomer The various interpretations of how solvent is involved in the
tautomerization of 7-Al and 1-AC in water and alcohols reflect
differing conceptions of the structures and dynamics of solvation
in these systems. Although schematic pictures and considerable
discussion of solvation structure are available in the literature,
no attempt to quantitatively model these systems has been made

., . o to date?* The present paper represents such an attempt.

Solvation Coordinate

. . . We have performed Monte Carlo (and to a much lesser extent
Figure 1. Two views of the mechanism of the solvent-catalyzed . . . -
tautomerization of 7-Al in alcohol solvents. molecular dynamics) S|mglat|ons of 7-Al a_nd 1-ACin alcoho_l

and water solvents. Using what we believe to be realistic
this second limit the observed reaction rate has nothing to do intermolecular potentials, we explore the structure and dynamics
with solvent dynamics but is controlled by an equilibrium ©f solvation in these systems in an effort to determine whether
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solvation property, the equilibrium constaktoy = ka/K-1. the existing interpretations of the solvent participation in these
Evidence in favor of both the dynamié&t!3and the stati22! reactions are reasonable. The simulations undertaken here are
role for the solvent has found roughly equal representation in purely classical. If one adopts the perspective of Figure 1b,
the experimental literature on the 7-Al reaction. the relative rates of reaction in different solvents should only

In recent studies of the 1-AC reaction, we have argued that reflect the equilibrium reactive fractiorf§ in these solvents.
the equilibrium solvation effects dominate in controlling both Thus, the proton-transfer step, which would require consider-
of these reactiond. The description that emerged from this ~ation of quantal aspects of the reaction, need not be explicitly
experimental work is illustrated in Figure 1b. It is essentially considered. The bulk of this paper concerns Monte Carlo
the same as the equilibrium model discussed above except thasimulations used to test the extent to which variations in
the discrete solvation step is replaced by a more realistic solvation structure (i.e.f") are sufficient to understand the
continuous solvation potential. The observed rate of reaction variations observed in the experimental rates. We have
is expressed in the manner of transition-state theory (TSf) as simulated a total of eight different hydroxylic solvents with

either 7-Al or 1-AC as the solute. The results show that, despite

Kops= kPTf*: kPTeXp(_AG*/(kBT)) (1.1) the uncertainties in intermolecular potentials, the solvation

structures simulated in both aqueous and alcoholic solutions are
In this expressionf is the fraction of molecules correctly s.emiquanti_tatively consistgnt Wﬁth the mechanistic description
solvated for reaction andG* is their free energy relative to  discussed in connection with Figure 1b.
the more prevalent nonreactive forms. All of the features  The outline of the remainder of the paper is as follows.
observed for 7-Al and 1-AC in bulk alcohol solvents can be Section Il describes the details of the simulation methods and
rationalized by assuming that all isotope sensitivity comes the intermolecular potential functions employed. The results
from a rapid proton-transfer processy > (5 ps) %, which is, are then presented in section Ill, which is divided into five parts.
to a reasonable first approximation, both temperature- and Part A contrasts the nature of the hydrogen bonding present in
solvent-independent and which is about 5-fold larger in 7-Al dilute solution (where reaction is assumed to be rapid) and bulk
than in 1-AC. Variations in the reaction rates observed in methanol in order to display the qualitative nature of the solvent
different alcohol solvents and the temperature dependence ofeffect on reaction. Part B concerns the possible role of solvent
these rates come primarily from differences in the equilibrium dynamics in controlling the reaction rates. Here, we employ
fraction of correctly solvated specie, The solvent depen-  molecular dynamics simulations in methanol and water to show
dence of this fraction is approximately the same in 7-Al and that the TST perspective of eq 1.1 is a valid approximation.
1-AC, and at least in alkyl alcohols this dependence is well These results are also used to discuss the improbability of long-
correlated with various measures of solvent hydrogen-bonding lived or “blocked” solvation states in these solvents. In Part C
ability.2* we discuss quantitative measures for the reactive fracfions
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and how these fractions are influenced by uncertainties in the W(R\H: Ruodnew
charges used to model the interactions between the solute and P(Ryn» Rio) = WRur Roo) exp(-fAU)  (2.1)
solvents. The main results of this study are contained in section H» THO/old

111.D, where we describe the nature of the solvation of 7-Al in
the eight solvents, methanol, ethanol, 1-propanol, 2,2,2-trifluro- . :
ethanol (TFE), 2-propanofert-butyl alcohol, ethylene glycol, acceptance is the inverse of the absolute temperature

and water, and how differences in solvation lead to differences Multiplied by Boltzmann's constan\U is the difference in
in the reactive fractions simulated. Finally, in Part E we potential energy between old and new configurations, and

consider two additional aspects of the simuiations that can be W(RnH, Reo) refers to a biasing function whose value depends

compared with experimental results: the temperature and solute®" the intermolecular qiSta”C?S of t_h‘f sotuselvent pair. For
Gaussian cliff” shaf3e:

dependence of the reactive fractions in methanol and water. athe latter we chose a
summary of the main results of this work along with ideas for
future directions is provided in section IV. There is also an W=
Appendix to this paper, in which we examine some features of {1+ a{expCa,[(Ryy — Ruy)’+  Run = Riwi Ruo = Rlo
the new set of solvent potentials used in this work in comparison + Ry — Rz )])}2
with more standard potentials and experimental data. o o

1+a Ruv < Riwi Rio < Rlo

Il. Simulation Methods (2.2)

In this equationP(Ryn, Ruo) is the probability of a move’s

A. Methodology. Most of the simulations reported here  This weighting function is only applied for moves involving
were Monte Carlo calculations carried out using the "BOSS” the particular solvent molecule closest to the solute (defined in
molecular simulation program developed by JorgeRseBimu- terms ofRyw). The distance®y, andR}, were both set to 2.0
lations were performed in the isothermasobaric (\NPT) A, and the height (20< & < 200) and width parameters @
ensemble at a temperature of 25 and 1 atm pressure. Each a < 3 A1) of the “cliff” were chosen for each solvent to best
simulation system consisted of 104 (or 252 in the case of water) sample both the “cyclic” region and the noncyclic regions of
solvent molecules and 1 solute in a cubic cell, with periodic phase space visited by a Boltzmann-weighted simulation. The
boundary conditions. Tests with larger system sizes showed|atter condition is necessary in order to use a pair of simulations
that these relatively small samples were adequate to display(gne piased and one unbiased) to compute the desired equilib-
bulklike behavior for the properties of interest here. rium population densitieg, from the density observed in the

Solvent-solvent interactions were spherically truncated at pjased simulation,, via the relation
cutoff distances. based on oxygenoxygen atom distances.

A solute-solvent cutoffrsc was applied such that if any solute Pu(Runs YW(R» )
atom-solvent oxygen atom distance was less thian the Po(Rur: Ruo) = i RNH/WRHO Rus Ruo (2.3)
interaction between the entire solute and solvent molecule was ARy Ruo)

included. In both cases these cutoffs were taken to be ] ) ]
approximately one-half of the periodic cell length. New The results obtained fas using this scheme were compared
configurations were generated by randomly selecting a molecule With those found using a regular Boltzmann sampled simulation
and performing random moves of translational, (external) in the region where both simulations were sampled adequately
rotational, and internal rotational coordinates. The range of eacht® ensure that the parameters were chosen reasonably.
type of move was chosen to yield acceptance ratios of [N adqlltlpn to the.Monte Carlo calculations, which comprise
approximately 0.4 for new configurations. These ranges were the majority of this paper's content, molecular dynamics
0.2 A for translations, 20for external rotations, and 15or simulations were also performed for two systems: 7-Al in
internal rotations. Attempts to change the volume of the system Methanol and 7-Al in water. These simulations were performed
(with a range of:150 A3) were made every 700 configurations, N j[he NVE ensemble \{wth gublc periodic boundary conditions
and all intermolecular distances were scaled accordingly. using programs described in ref 29. The number of molecules
All simulations were started from a random configuration that Was the same as in the MC runs, and the density and average

had been previously equilibrated from a liquidiike arrangement Xinetic energy were chosen to correspond as closely as possible

of solvent molecules for a period of at least 2 10 to the (\VT) Monte Carlo simulations.
configurations. Energies and densities were monitored in order B- Intermolecular Potential Functions. 1. General Form.
to ensure adequate convergence within the equilibration period. Mlecules were represented as collections of interaction sites
After equilibration, simulations for a given system were with intermolecular interactions modeled via stt@te Lennard-
performed in five or more segments of2107 configurations ~ Jones plus Coulomb terms,
each in order to compute statistical uncertainties. The uncer- 1 o
tainty values reported here agel standard deviation of the B 9™ _ (% —i—%
mean of the averages obtained from individual runs. L L i i
Both Boltzmann and non-Boltzmann sampling methods were
employed in this work? Non-Boltzmann sampling was The Lennard-Jones parameters between unlike atoms were
required in order to quantitatively determine equilibrium determined from the like-atom parameters (provided below)
constants for cyclic complex formation because of the fact that using the mixing ruless; = (giioj)V? and € = (ej€)¥% In
in a Boltzmann-sampled Metropolis scheme the “cyclic” region general, each atom within a molecule corresponded to an
of phase space is only infrequently visited. In the sampling individual site, with the exception of the GHyroups of the
method adopted here acceptance of moves that are uphill inalcoholic solvents, which were taken as single units centered
energy is biased by a weighing factor dependent on two key on carbon. (In the dilute solution studies the cyclohexane
solute-solvent hydrogen-bonding distance parameteys,and supporting solvent was also modeled as a single Lennard-Jones
Ryo discussed in more detail in section Il (see Figure 3). site.)

: (2.4)

ij
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TABLE 1: Solute Properties and Potential Parameters

A. Lennard Jones Parameters

atom type o (A) € (kcal/mol)

C 35 0.08

N 3.25 0.17

H(—C) 25 0.05

H (—=N) 0 0

B. Electrical Properties Calculated for the Ground and Low-Lying Excited States
state calculatioh Ec (kJ/mol) u (D) 0,4 (deg) Onse (au) et (au) gxe (au)
7-Azaindole
S 6-31G* 0) 1.67 33 —-0.57 —0.67 +0.41
S AM1/CI 0) 1.53 22 —0.44 —0.36 +0.40
S AM1/CI 330 (412) 2.72 15 —0.44 —0.38 +0.41
S, AM1/CI 377 4.20 8 —0.38 —0.44 +0.39
1-Azacarbazole

S 6-31G* 0) 1.15 56 —0.81 -0.71 +0.46
S AM1/CI 0) 0.82 53 —0.70 —0.40 +0.45
S AM1/CI 320 (361) 1.50 20 —0.61 —0.38 +0.45
S AM1/CI 345 1.36 8 —0.69 —0.44 +0.46

a parameters optimized for nucleotide bases in re&ee text and ref 35 for detailsValues in parentheses are experimental gas-phase values
estimated from the data in ref 441Dipole orientation as defined in Figure 2ESP-fit charges on the nitrogen atoms of the five- and six-membered
rings (“gns” and “gne”) and the transferring H atonmyg).

Some comment should be made regarding the use of ground-
state charges to model solvation effects in these excited-state
reactions. This choice is dictated by our inability to accurately
calculate the excited-state charge distributions of these mol-
ecules. On the basis of considerable prior Wéiks well as
results with 7-Al and 1-AC? we trust that the ESP-fit charges
calculated at the 6-31G* provide good representations of
electrical interactions between the ground states of these solutes
and other molecules. However, it is not possible to calculate
excited-state properties of such large molecules using either ab
initio or semiempirical methods with comparable accuracy.
Thus, we rely on the ground-state charges and assume that, at
least at the solute “active sites” for reaction and hydrogen
bonding, they do not differ much between the ground and
excited states. Some evidence in support of this assumption is
provided by the semiempirical calculations shown in Table 1B.
Here, we compare some electrical characteristics of the solutes
in different electronic states derived from AM1-Cl calculatiéhs.

As can be seen from this table, there is very little difference
between the charges that should determine solmésent
hydrogen bonding in the ground and lowest-lying excited states
of either solute.

3. Sobent Models. Two different solvent representations,
based on the OPLS models of Jorgen¥e#? were employed
here. Parameters are listed in Table 2. Both representations
Figure 2. Charges used in modeling the solutes 7-Al and 1-AC. These use thg standard bqnd Igngths and bond angles of the OPLS
charges are from ESP fits to the HF 6-31G* ab initio wave functions S€t, which are described in ref 38. These parameters are kept
of the solutes (for geometries optimized using the MNDO semiempirical fixed during the simulations, but torsional motion is included
method). using the torsional potentials also taken from the OPLS

parametrizatiod® The difference between the two types of

2. Solute Models.The solutes 7-Al and 1-AC, were both  solvent representation involves only the charges on the H and
represented by rigid all-atom models. The geometries were O atoms of the hydroxyl group and the C atom to which it is
those optimized for the ground states calculated at the restrictedattached (“@" in Table 2). The first set comprises what we
Hartree-Fock level using the semiempirical MNDO Hamilto-  will term the “ab initio” solvents, so-called because charges were
nian¥ The Lennard-Jones parameters were taken from the obtained from ESP fits to the charge distribution generated from
OPLS potential functions for nucleotide ba¥esnd are listed geometry-optimized 6-31G* calculations. Solvents in the
in Table 1A. The charges used in the modeling were from second set are the true OPLS models, in which these charges
electrostatic potential fits of the ground-state HF wave functions were optimized for liquid-state properties by Jorgensen and co-
generated using a 6-31G* basis %fThese charges are shown workers38:3% The latter solvents maintain the same charges for
in Figure 2. A complete set of charges and coordinates for the the three atoms mentioned above in all alcohols. In reality,
solutes is available in the Supporting Information. over the set of alcohols examined here, one observes significant
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TABLE 2: Parameters of the Solvent Model$ methanol and other hydrogen-bonding partners in dilute solution.
solvent atom/group q(au) o (A) e (kcal/mol) To mimic a nonassociating background solvent of the sort
— employed in experiment, we use a single-site Lennard-Jones
Ab Initio Solvents del of “cvcloh " (Table 2). R tati It
methanol -0 —0674 3.070 0.170 model of “cyclohexane (Table 2). Representative results are
—H +0.424 0.0 0.0 shown in Figure 3.
—CH;s +0.250 3.775 0.207 In Figure 3 and later figures we display the solvation structure
ethanol :S ;8"7&3 8'870 8'&70 in a given system using two-dimensional plots of the relative
—CH, 10.348 3.905 0.118 frequency of occurrence Qf a pair of distanm and Ryo.
—CHs —0.045 3.775 0.207 These two distances specify the hydrogen bonding between the
1-propanol -0 -0.717 3.07 0.170 solvent and the two “active sites” for reaction, the pyridyl N
—H +0.421 0.0 0.0 atom and the transferring H atom, as indicated in Figure 3. When
:gﬂz 18'(3)% g-ggg 8-%%2 only a single methanol molecule is present in the simulation
—CHz 0093 3775 0.207 (“7-Al —MeOH"), the configurations observed are predominantly
trifluoroethanol  —O —0611 307 0.170 structures in which both distanceRyy and Ryo are ap-
—H +0.427 0.0 0.0 proximately 2 A. These distances imply that most of the time
—CH, +0.230  3.905 0.118 the lone alcohol molecule is simultaneously hydrogen-bonded
:E(Fk fg-ggg g-gg 8-3224 to both active sites of the solute, as illustrated in Scheme 2.
2-propanol -0 _0.756 3070 0170 _Th|s structure is presumably what is requlre_d for“reaqtl?n, and
—H +0.430 0.0 0.0 in keeping with past nomenclature, we label it as “cyclic”. Note
—CH +0.665 3.850 0.080 that the distribution of the 7-AtMeOH complex shows it to
—CHs —0.170 3.910 0.160 be reasonably “loose”, with a substantial fraction of the
tert-butyl alcohol *S *8-22 8-87 8-370 population occurring witiRyy distances that are larger than
B +o. ) ' nominal hydrogen-bonding distances,5 A). Thus, whereas
Co +0.856 3.80 0.05 o .
—CHs —0.168 3.96 0.145 the H,—Ov hydrogen bond is intact nearly all of the time, the
ethylene glycol —O -0.667 3.07 0.170 Ny—Hyv hydrogen bond is frequently broken in the cyclic
—H +0.423 0.0 0.0 complex. (Here and in what follows the subscripts “U” and
—CH, +0.244  3.905 0.118 “Vv" denote atoms of the sate and salent, respectively.) This
water :S ;g'ggg 8'3506 8'01521 situation in the methanol 1:1 complex should be contrasted with
acetic acid -0 —0684 30 0.17 that of the 1:1 7-At-acetic acid complex, also shown in Figure
—H +0.455 0.0 0.0 3. In this complex, short hydrogen-bonding distances to the
—-C +0.908 3.75 0.105 acid H(=0) and O&C) atoms are found essentially 100% of
—CHs —0.042 3.91 0.16 the time.
= —0.636 2.96 0.21 Wh h inale alcohol | lei h
cyclohexane G 0.000 565 0.590 _ en more than a single alcohol molecule is present, there
is a marked change in the type of solvation observed. As
OPLS Solvents illustrated by the 7-At(MeOH), data in Figure 3, two peaks
alcohols -0 -0.700 3.070 0.170 y : rigure s, two p
—H 40435 0.0 0.0 rather than one appear in the population distribution. These
—Co +0.265 3.775 0.207 peaks occur with one of the distance parameters beiddd
TIP3P water —S 18-3%1 8-3506 8-01521 (hydrogen-bonded) and the other being distinctly greater than
SPC water A 10820 31656 0.1554 2 A, spanning a range from about 2.5 to 4 A. This change

reflects the loss of cyclic complexes and the dominance of the
second type of structure shown in Scheme 2. This class of
2 Other than the charge parameters for the ab initio solvents, which configurations, which we designate as “eight-membered ring”
were obtained from ESP fits to the 6-31G* wave fu_nctlons, all but the structures is one in which two solvent molecules are singly
F atom parameters are from the OPLS set described in ref837 h h | Iso h
Parameters for the GRgroup were adapted from ref 40. ydrogen-bonded to the solute and also _ydrogen-bonded to one
another. It has been speculated that this type of arrangement

variations in the ESP-fitab initio charges at these sites. Since May facilitate tautomerization via a three-proton shuttling
such variations might be significant in determining the reactive Mechanism in systems such as 7-hydroxyqunoline, in which the

fractions of interest, we chose the ab initio solvents as our active sites are t°2° widely separated to be bridged by a single
primary working models despite their slightly poorer perfor- solvent moleculé? However, the results presented below

mance in reproducing properties of the pure liquid solvents (see SU99est that such a three-proton shuttling mechanism does not
the Appendix for details). play a significant role in the 7-Al or 1-AC reactions. Note that

the peaks in the distribution of the 2:1 complex are much
narrower than in the 1:1 case, which reflects the more rigid
hydrogen bonding present in this case.

—H +0.410 0.0 0.0

I1l. Results and Discussion

A. General Behavior. Isolated Complexes versus Bulk The situation in bulk methanol appears outwardly similar to
Solvents. One of the clearest indications that solvation structure that existing in the 1:2 complex. The addition of many more
is a primary determinant of reaction rates in 7-Adnd 1-AC- possible hydrogen-bonding partners results in even fewer

alcohol systems is the contrast between the rates observed iroccurrences of “cyclic” solvation. However, careful inspection
bulk alcohol solvents and dilute solution. In the latter case, of Figure 3 also reveals that the lofyy and Ryo distances
when only isolated 1:1 complexes are formed, reaction occursare in fact larger than in the 1:2 complex. The peaks are also
hundreds to thousands of times faster than in bulk alcohol broader. These differences reflect the fact that the predominant
solvents. We therefore begin with a comparison of the mode of solvation in bulk methanol does not involve the eight-
differences in the solvation structures simulated under these twomembered ring structure but rather “neighbor-bonded” structures
conditions. We consider 1:1 and 1:2 complexes of 7-Al with of the sort illustrated in Scheme 2. In bulk solution the two
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7AI: MeOH 7AI : (MeOH), 7AI/ Bulk Methanol
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Figure 3. Hydrogen-bonding distance distributions (see text) observed in simulations of 7-Al in cyclohexane containing either one or two molecules
of methanol, one molecule of acetic acid, and in bulk methanol solvent. In the case of acetic aRig, distance plotted is the distance from the
carbonyl oxygen of the acetic acid to the H(N) atom of 7-Al.
SCHEME 2 7-Al:MeOH 7-Al:(MeOH),

Hydrogen Bonding Structures

e

7

. . . . ) . H,--0.
Reactive Configuration Unreactive Configurations vV

"Cyclic" "8-Membered Ring" "Neighbor Bonded"

7-Al / Neat MeOH 7-AL:CH,COOH

alcohol molecules hydrogen-bonded to the solute mainly form
hydrogen bonds to other neighboring solvent molecules rather
than to one another. (As will be discussed later, in methanol
one only observes the eight-membered ring structure to occur
~7% of the time.)

These examples, taken from simulations of methanol with
7-Al, are typical of the behavior observed with 7-Al or 1-AC
in other alcohol solvents. The general conclusions one draws
from such simulations are in keeping with what has been P T T
postulated on the basis of experimental results. When 7-Al or -40 -30 -20 -0 -70 -60 -50 -40
1-AC can form _1:1 complexe_s with alcohols or o_ther appropriate Energy (kJ/mol)
hydrogen-bonding partners, it usually forms cyclically hydrogen-
bonded structures that facilitate rapid reaction. But formation Figure 4. Pair energy distributions observed in the same systems as
of “correct” cyclic structures is severely inhibited in bulk alcohol in Figure 3. These energies are the total interaction energies between
solvents. In bulk alcohols, or indeed whenever more than a pairs of molecules in the solvation structures shown in Scheme 2.
single alcohol molecule is available there is a strong preference.lndicated on each panel are the particular hydrogen-bonding interactions

. involved in each pair interaction, withy\and H, denoting the saite
for two different solvent molecules to hydrogen-bond to the active sites and t1and Q, solvent sites. In the case of the 1:1 com-

solute, a situation that appears to prohibit proton transfer. plexes, the single molecular pair interaction incorporates two hydrogen-
The reason that cyclic forms are disfavored in bulk alcohols bonding interactions, while for the 1:2 complex and bulk solvent there

is simply a matter of the poor hydrogen bonds afforded by the are three and four pairs involved, respectively (see Scheme 2).
cyclic structure. Figure 4 serves to illustrate this point. Here,

we have plotted distributions of the molecular pair interaction in the structure yields~14 kJ/mol per hydrogen borth
energies corresponding to the systems in Figure 3. The averageelatively small value indicative of weak hydrogen bondffg.
interaction energy between 7-Al and methanol in the isolated In the 7-Al—-(MeOH), complex, where the eight-membered ring
1:1 complex, where the cyclic structure predominates,43.5 structure predominates, the three soltdelvent and solvent
kJ/mol. Dividing this value by the number of hydrogen bonds solvent interactions amount te25 kJ/mol per hydrogen bond,

Relative Population

H—(=0),
+

N,-H,
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7-Al:CH,COOH

7-Al:MeOH

\>..2.13A

N6y,
191 A; 130°

Figure 5. Structures of the energy-minimized (gas-phase) 7Al
methanol and 7-Atacetic acid complexes. These structures were
derived with the classical potential energy functions used in the
simulation.

a much more respectable number. A similar value is also found
in the “neighbor-bonded” structure characteristic of bulk meth-
anol solvation,~24 kJ/mol per hydrogen bond. Thus, as soon
as more than a single alcohol molecule is available for hydrogen
bonding with the solute, it is energetically advantageous to break
up the cyclic structure in favor of these other noncyclic struc-
tures. As will be discussed later, the free energy penalty paid
for reaching the cyclic form is essentially just this energy cost
of trading strong for weak hydrogen bonds.

Hydrogen bonds are relatively weak in cyclic 7-Al alcohol
complexes mainly as a result of the poor geometric fit that a
single O-H bond from an alcohol molecule makes with the
7-Al “active site”. This fact is evident when one compares the
energetics and geometries of the 1:1 acetic acid and alcohol
complexes. Energy-minimized structures of these complexes
derived from the simulation potentials are shown in Figure 5.
(Ab initio calculations of these complexes yield similar struc-
tures#44%) With acetic acid and geometrically comparable
molecules such as amidéshe 1:1 complex is “tighter” (as
shown by the distributions in Figure 3) and the average
hydrogen-bonding energy much larger28 kJ/mol primarily

Mente and Maroncelli

Dipyrido[2,3-a:3',2'-i]carbazole (DPC)

200

100

Population
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T T T T

-60 -30 20 -10

Energy [kJ/mol]

Figure 6. Hydrogen-bonding distance and pair energy distributions
simulated for the DPC solute in bulk methanol. The hydrogen-bonding
distance plot is cut off at distances begdhA to enhance the visibility
of the peak corresponding to the solasolvent hydrogen bonding.

observed for an irreversible activated process is given by

because the complexing agent’s geometry allows for more nearly
linear hydrogen bonds to both solute sites. knet_l = ki_l + kD—l

The two solutes 7-Al and 1-AC should be nearly identical in
this regard (see part F), and variation of the identity of the \yherek; is the rate constant associated with the barrier crossing
alcohol also makes little difference to this observation. How- when internal equilibrium is maintained within the reactant
ever, it is useful to recognize that a single alcohol molecule region andkp is the rate constant associated with producing
can provide strong cyclic bonding in some situations. Arecently tnis reactant equilibrium. In the present contixtepresents
reported case is the solute “DPC" illustrated in Figure 6. In the reaction ratekgs) of eq 1.1, which implicitly assumes that
this case, the additional separation of the active sites leads to &g|vent dynamics are rapid enough tHt represents the
good geometric fit and strong cyclic hydrogen bonding. As  equjlibrium fraction of reactive species. The constanthen
shown in the top panel of Figure 6, the population distribution yepresents the rate of the hydrogen-bonding rearrangements that
of DPC in bulk methanol is such that there is essentially always jnterconvert reactive and nonreactive forms. From eq 3.1 one
an alcohol molecule cyclically bonded to one of the two active gees that fokp > k; the solvent dynamics becomes irrelevant
sites. In contrast to the 7-Al and 1-AC reactions, this solute gng k. = k, as has been assumed in eq 1.1. Thus, the
was observed to undergo unresolvably rapii(< 30 ps) equilibrium assumption can be tested by compakingvith k;
tautomerization in methanol at room temperatifre. = ket f. According to the SSFkp is given by8

B. Possible Dynamical Solvent Effects on the Reaction
Rate. The interpretation of the 7-Al and 1-AC reactions
described in the Introduction assumes that the solvent’s influence
is primarily a static rather than a dynamic effect. That is,
differences in the reaction rates observed in different solvents yherep(#, #:; 1) is the conditional probability that if the system

are viewed as resulting from variations in the equilibrium free g in the reactive configuration £°) at time zero, it will also
energy change petwegn reactive a}nd nonreactive forms and NOhe found there at some later tine Sinceff<1 (see below),
from the dynamics of interconversion between these forms. To given the form of egs 3.2 and 1.1, the comparison to be made

verify this assumption, we have performed molecular dynamics here reduces to comparing the “survival time” of the reactive
simulations in two bulk solvents: methanol and water. configuration

To assess the importance of dynamical solvent effects, we
employ the “stable-states picture” (“SSP”) of Hynes and co-
workers4” Within the SSP formalism the net rate constiat

(3.1)

o= 5y P 0~ 1) (32)

.= [P 1) (3.3)
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Figure 8. Structural time correlation functions (eq 3.4) in methanol

and water. In the methanol case two curves are shown, corresponding

to calculations involving spherical regions surrounding the solute active

site with radiiR = 5 (solid) and 6 (dashed) A. These two regions enclose

. L . an average of five and nine solvent molecules, respectively. In the water

with the intrinsic proton-transfer ratesr once the reactive  ¢ase the radius vea5 A and the region contained an average-aD

geometry is achieved. solvent molecules. The valuesnfnoted are the integrals under these
Figure 7 shows the survival probabilitiBgt, +, t) determined functions.

for 7-Al in bulk methanol and water solvents. (How we define

a reactive geometry is discussed in detail in the following first solvation shell (i.e., move a distance-e8 A) in a time of

section; here, we employ the criteri®yy = Ruo = 2.69 A.) 3—5 ps, just as would be expected from these bulk diffusion

The plots in Figure 7 were generated from equilibrium molecular constants. The lifetime of a solutsolvent hydrogen-bonded

dynamics simulations simply by waiting for the system to adopt pair observed here is comparable to the lifetimes of solvent

a reactive geometry and then following its fate forward and solvent hydrogen bonds in the neat liqufds.

backward in time from there. Although the data are somewhat As another measure of the time scale for structural relaxation,

noisy (only 19 occurrences of reactive geometries were observedve also examined how long a particular group of solvent

in methanol and 22 in water), they suffice to show that the molecules maintained “contact” with the solute. By defining a

survival times for this definition of reactive geometry are in spherical region of radiuR surrounding the “active site” for

the subpicosecond range. As will be discussed in the following reaction (choosing the origin midway between the &hd H,

section, the estimated value ofr is predicted to be at least atoms), we monitored the exchange dynamics of molecules

10-fold larger for this same definition of reactive geometry. Within this region via the correlation function

Other definitions also yield comparable results. In all cases

Figure 7. Time-dependent survival probabilities of cyclic structures
(Run, Rio < 2.69 A) observed in methanol and water. The values of
are the integrals under these functions.

the cyclic geometry is sufficiently unstable in bulk methanol DZ@[R —r,(H]IO[R—r, (0)]O0
and water such that it not only occurs infrequently but when it |
does occur it persists for only a very short tiffeThus, the G = (3.4)
assumption that it is a static solvation propeffy &nd not the DZQ[R - ()]0
1

time dependence of solvation that determines the reaction rates
appears justified.

In addition to these survival times, it is also of interest to In this expressio represents the Heaviside step function and
briefly consider other measures of the dynamics of the selute r; denotes the position of the oxygen atom of solvent molecule
solvent hydrogen-bonding structure in these systems. We doi. This correlation function reports on the fraction of the
so mainly in light of conjectures about “blocked” solvation states molecules that were originally solvating the active site still
of 7-Al in alcohol and water solvents. To explain the distinctive remaining in this region after an elapsed timd-igure 8 shows
spectral features of 7-Al in water, other workers have proposed such Cy(t) functions for 7-Al in methanol and water. F&
that although some 7-Al molecules can undergo rapid reaction, values encompassing a reasonable number of solvent molecules
a large fraction exist in solvation environments that preclude (5—20), the decay of this function is relatively insensitive to
reaction for times of a nanosecond or m&rés18 Several the particular choice oR. (As illustrated in the top panel of
features of the present simulations make such long-lived Figure 8, one finds nearly identic&y(t) functions for two
solvation states seem unlikely. For example, we find that choices ofR (5.0 and 6.0 A), which contain an average of five
solvent molecules bound to 7-Al have roughly the same and nine solvent molecules.) As noted in the figure, the
diffusional characteristics as bulk solvent molecules. (Experi- correlation times of these correlation functions involvirg0
mentally, water and methanol have approximately the same self-solvent molecules are 9 and 3 ps in methanol and water,
diffusion constant at room temperature, (224) x 1075 cn? respectively. By times on the order of 100 ps there is little
s7150) A molecule of methanol or water hydrogen-bonded to probability of finding even a single one of the original 10 solvent
either “active site” of 7-Al is observed to diffuse out of the molecules still solvating the active site of the 7-Al solute. We
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also note that there is nothing exceptionally slow about water
compared with alcohols such as methanol. To the contrary,
the reorganization dynamics in water are considerably faster
than the dynamics in methanol and presumably also those in
larger alcohols. Thus, if the simulations performed here are at
all realistic, it is difficult to envision how “blocked” solvation
states could persist for times of about a nanosecond in the-7-Al
water system.

C. Quantitative Estimation of Reactive Fractions and
Reaction Rates. Given that the dynamics of the solvation
process exert only a minor influence over the rates of these
reactions, we now focus exclusively on quantitative estimates
of the reactive fractiofff, or equivalently, the free energy change
AG*. Doing so requires that we choose a definition of which
solvent configurations constitute reactive forms. Although there

has been some study of the ground-state reaction path in 1:1

complexes of 7-Al with water and metharfdlthe choice is
not clear-cut. After considering several possible geometric and
energetic criteri&? we settled on the simplest choice, which is
based on the two hydrogen-bonding distanBrg and Ruo
already discussed. Specifically, we measure the fractional
populationgf(R*) contained within regions oRyx, Ryo) Space
defined asRnn < R, Ron < RF) for three different values of
R 2.19, 2.44, and 2.69 A. The smallest val&®,= 2.19 A,

Mente and Maroncelli

TABLE 3: 7-Azaindole —Methanol Results
A. Isolated Complexes and Bulk Methamol

#(2.19 A) (2.44 A) (2.69 A)
system (1079 (1079) (1073)
7Al—(MeOH), 89+ 11 278+ 14 412+ 13
7Al—(MeOH), 9+3 40+ 10 924 16
7Al—MeOH 25+04 9.0+ 1.3 20+ 2
7A1—CH3;COOH 923+ 20 980+ 15 995+ 5
B. Solute Charge Variatiohs
f(2.19A) f(2.44A) f(69A)
(9, Gn) (1079 (1079 (1079
“low g" (—0.57,+0.31) 3.1+ 0.5 15+ 2 32+ 3
“normal” (—0.67,+0.41) 2.5+0.4 9.0+£1.3 20+2
“high g’ (—0.77,4+0.51) 0.39+0.13 1.8+£0.3 7.8+0.4
C. Solvent Charge Variatiohs
f(2.19A)  f(244RA)  f(2.694)
(%) (1079 (1079 (1079
“low ¢’ (—0.600) 3.5+ 0.7 17+3 35+5
“normal” (—0.674) 2.5+0.4 9.0+ 1.3 20+ 2
“high g (—0.800) 1.241.2 3+2 10+ 4

aReactive fraction$(R¥) are the fractional populations contained
within regions Rww < R¥, Rio < R¥), whereRyy and Ryo are the
solute-solvent hydrogen-bonding distances defined in Figure 3.

corresponds approximately to the distances observed in theUncertainties listed arg:1 standard deviation of the mean of 10 subsets
minimum energy structures of gas-phase complexes betweerPf the overall simulation® Charges on the 7-azaindole “active sites”

7-Al and water or methanol as determined from either ab initio
calculation$*#>or from classical calculations using the simula-
tion potentials (Figure 5). The largest distance, 2.69 A, is
approximately equal to the position of the first minimum in the
Nu—Hy and H,—Oy radial distribution functions, and 2.44 A
is simply an intermediate value.

The fractions so obtained for the systems discussed in part

A are listed in Table 3A. These quantitative estimates of the
reactive fractions amplify the observations made earlier. De-
pending on the distance criterion chosen, we find that in 1:1
7-Al—methanol complexes, somewhere between 9 and 40% of
the systems are prepared for reaction at any given time.
(Reaction in the remaining fraction of the system would also
be expected to be rapid, since there is little to prohibit the
noncyclic-to-cyclic interconversion in this case.) In 1:1 acetic

(the pyrrolic N atom and the H(N) atom) varied as indicated. The
solvent is “normal” (ab initio) bulk methanol.Charges on the methanol
solvent varied from their “normal” (Gaussian) values by moving the
charge from the O atom from the GHinited atom to which it is
attached.

Tpr = kPT71 =f Tobs (3.5)
From such a calculation we obtain proton-transfer times ranging
from 0.31 ps RF = 2.19 A) to 2.5 psR* = 2.69 A). On the
basis of the reaction time measured in the 7-Al dimet ps9)

and the time estimated for the 1-A@cetic acid complex (0.7

+ 0.2 p3¥), this range of times nicely brackets the value
anticipated for a 1:1 7-AtMeOH complex. (Given the steep
dependence of tunneling probability on distance, the best
criterion to choose is probabRf = 2.19 A, which would predict

acid complexes, the much stronger hydrogen bonding presenta value of 0.3 0.09 ps for the proton-transfer event.) Thus,

rendersft ~ 100% for all three reaction criteria. Compared

although our incomplete knowledge of the geometry required

with these two cases, the fractions estimated for the 1:2 methanolfor reaction and lack of more experimental data on isolated

complex are much smallers1% for all three choices oR*.
These observations are in qualitative accord with experimental

complexes precludes a very precise comparison between experi-
ment and simulation, these results are encouraging. It appears

observations. However, there are as yet no experimental datahat the hydrogen-bonding equilibria simulated here are at least

yet available that can be quantitatively compared with these
dilute solution results.

More direct comparison is available in the case of the bulk
alcohols. In neat methanol, and in many other alcohols as we
will show shortly, the reactive fractions calculated are in

semiquantitatively consistent with eq 1.1 and the description
on which it is based. We will show shortly (part D) that the
same can also be said for the other solvents examined here.
However, before discussing valuesfo§imulated in different
solvents, it is useful to first consider the extent to which these

reasonable quantitative agreement with experimental data. Evervalues are sensitive to the uncertainties in charge representation

for the largest value d®* examined here, the fraction of reactive
molecules is quite small, less than 2% in the 7AlIk
methanol system. Such a small fraction is consistent with the
observation of no noticeable<6%) prompt reaction in either
7-Al—methanol, 1-AC-methanol, or other bulk alcohol solu-
tions121321 The fractions observed are also consistent with the
kinetic model described by eq 1.1. By use of the reactive
fractions listed in Table 3 and the experimentally observed rate
of the 7-Al reaction in bulk methanotyps = Kops * = 124 +

30 ps, an estimate of the time constant of the proton-transfer
event can be estimated as

discussed in section Il. Toward this end we have carried out
two sets of simulations of 7-Al in bulk methanol in which the
most important charges in the solute and solvent have been
systematically varied. The results of such simulations are
displayed in Figure 9 and Table 3.

Consider first the effects of varying the charges on the solute
“active sites” (top of Figure 9 and Table 3B). Figure 9 shows
that the solute solvent hydrogen-bonding distribution changes
markedly with such charge variations. One might intuitively
expect that increasing these solute charges and thus its hydrogen
bonding to the solvent would lead to enhanced formation of
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Figure 9. lllustration of the effect of varying the solute and solvent charges on the hydrogen-bonding distance distributions of 7-Al in methanol
solution. The meaning of “high” and “low” charge is discussed in the text and defined in Table 3.

cyclic structures. However, just the opposite occurs. The those incurred by our imprecise knowledge of how to define a
sharpening of the features in Figure 9 with increasing solute reactive geometry. Although these uncertainties warn against
charge leads to a reduction in the occurrence of reactive placing too much emphasis on small differenceg zalculated
configurations-the values of* (Table 3) decrease by factors for different alcohols, they do not cloud the basic picture. In
of between 3 and 6 (depending &%) for a 0.% increase in particular, it is worth noting that even the largest plausible
charge over the normal values. The reason for this trend is variations of solute and solvent charge examined here still
that increasing the strength of the hydrogen bonding betweenindicate that only a small fraction<% for most definitions
the solute and solvent increases the energy penalty that oneof RY) of 7-Al molecules in bulk methanol are in a reactive
must pay to make the poorer hydrogen bonds characteristic ofconfiguration at any given time. The basic idea of “incorrect”
the cyclic structure relative to the hydrogen bonds available hydrogen bonding being a viable explanation for the slow
in the noncyclic and nonreactive neighbor-bonded structuresreaction times observed in bulk alcohols is therefore not in
(Scheme 2). doubt.

The variations found when the solvent charges are modified D. Solvation Structure and the Solvent Dependence of
are illustrated in the bottom panel of Figure 9 and listed in Table the Reactive Fractions. We now consider the solvation
3C. As Figure 9 shows, increasing the magnitude of the chargestructures and reactive fractions in a number of different solvents
on the solvent O site has the expected effect of increasing thein order to examine whether the differences in simulated values
extent of H,—Oy hydrogen bonding. Although the charge on of ff can account for the variations in reaction rates observed
the solvent H atom is not changed, there is a parallel decreaseexperimentally. As discussed in section Il, we have examined
in the amount of N—Hy hydrogen bonding. This change two sets of solvent models: the “ab initio” charge model
reflects the decreasing availability of solvent H atoms for solvents, whose charges were determined from ab initio calcula-
solute-solvent hydrogen bonding, since they are increasingly tions, and the more standard “OPLS” models of Jorgensen and
tied up in solventsolvent hydrogen bonds. Table 3C shows co-workers3”—3° We expect the ab initio solvents to be more
that these two opposite trends lead to a net decrease in theealistic for the present problem and consider this set to be our
fraction of solute molecules cyclically hydrogen-bonded, i.e., primary set. The OPLS models are employed to help assess
to a decrease in the predicted reactivity. the sensitivity of the conclusions to choice of solvent repre-

These two sets of simulations provide some calibration of sentation.
the effects of possible inaccuracies in our potential functions. The solvents examined here include the first three normal
The semiempirical calculations in Table 1 indicate that electronic alcohols methanol through 1-propanol, the fluorinated alcohol
excitation of 7-Al or 1-AC probably does not lead to more than 2,2,2-trifluoroethanol (“TFE”), the two nonprimary alcohols
a +£0.0% change in N and H, atoms involved in hydrogen  2-proponol andert-butyl alcohol (2,2-dimethyl-2-propanol), and
bonding. The data in Table 3 imply that if the solute charges the two dihydroxy solvents ethylene glycol (1,2-ethanediol) and
were incorrect by this amount, the valuesfodalculated would water. Table 4 summarizes the main features of the sotvent
be in error by a factor of1.6. In the case of the solvent, this solvent hydrogen bonding in the neat solveni is the
same error in charge would lead to a factordf.4 error inf*, interaction energy between a pair of hydrogen-bonded solvent
Thus, we conclude that the uncertainties in our predictions of molecules, andRy, fwhm, andNc are the positions, widths,
the reactive fractions resulting from uncertainties anticipated and coordination numbers associated with the first peaks in the
in the charge representations used here are comparable to theatermolecular —Hy and Q,—Oy radial distribution functions.
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TABLE 4: Solvent—Solvent Hydrogen-Bonding Characteristics

O—HRDP O-0 RDP
solvent —Vpai (kJ/mol) Ruk (A) fwhm (A) Ne Ruk (A) fwhm (A) Ne
methanol 225 1.83 0.37 0.97 2.75 0.37 2.02
ethanol 234 1.83 0.37 0.95 2.76 0.37 2.01
1-propanol 24.9 1.82 0.36 0.93 2.75 0.35 1.95
2,2,2-trifluoroethanol 19.9 1.95 0.46 0.69 2.82 0.45 1.66
2-propanol 29.7 1.78 0.32 0.97 2.70 0.31 2.00
tert-butyl alcohol 27.9 1.82 0.34 0.93 2.74 0.34 1.94
ethylene glycol 22.9 1.86 0.47 0.82 2.80 0.57 2.54
water 16.0 1.88 0.48 1.80 2.83 0.55 4.50

2 Vpair is the most probable interaction energy between pairs of hydrogen-bonded mole&gleswhm, andNc are the position, full width at
half-maximum, and number of molecules (coordination number) corresponding to the first peak in the respective radial distribution functions. The
coordination number is integrated to the first minimum aRgy

2,2,2-trifluoro-Ethanol Methanol Ethanol 1-Propanol

Population

2-Propanol t-Butanol Water

Population

Figure 10. Hydrogen-bonding distance distributions for 7-Al in all of the solvents studied.

From these data one observes that the basic hydrogen-bondingletermining its reactivity. Relevant data are provided in Figure
characteristics of all of the monoalcohols, with the exception 10 and Table 5. Figure 10 contains two-dimensional distribu-
of TFE, are remarkably similar. The\© Oy coordination tions of theRyy andRyo distances of the sort already considered
numbers are all 2.0& 0.05, a value that indicates that each in methanol. The most obvious feature to note from Figure 10
solvent molecule acts as a hydrogen bond donor and acceptois that all of these solvents exhibit a two-peaked distribution
virtually 100% of the time. Among this set one finds that the comparable to the bulk methanol case. With the exception of
nonprimary alcoholgert-butyl alcohol and especially 2-propanol  TFE, all of these distributions show very little populationl@b)
are more strongly hydrogen-bonded (largéss: and smallest in structures that we deem reactive. But before discussing the
Rox and fwhm values) by virtue of their larger oxygen charges calculated fractions, we first consider in more detail how the
(Table 2). In the case of 2-propanol, this feature is probably solute-solvent bonding structure varies with solvent. We do
exaggerated by the ab initio model compared with the real so using the results in Table 5, which summarizes characteristics
solvent, on the basis of the fact that the enthalpy of vaporization of the distributions of N—Hy and H,—Oy distances observed.
calculated for this model is too large by 18% (Table 7). 2,2,2- In the first two columns under each of these headings some
Trifluoroethanol stands out among the monoalcohols as beingfeatures of the one-dimensional radial distribution functions of
significantly more weakly hydrogen-bonded, with coordination these two H-bonding distances are listed. The interaction
numbers that reflect the presence of a substantial fraction of energies (Vyy") are pair energies between the solute and the
broken hydrogen bonds. (This feature may be exaggerated inparticular solvent molecule that is closest to the solute site of
our TFE model, as discussed in the Appendix.) Finally, ethylene interest. These values are indicative of the strength of the
glycol and water differ from the mono-hydroxy solvents in that, hydrogen bonds made to each of the solute active sites. The
especially in water, each solvent molecule is simultaneously next four columns characterize the average positidRg énd
hydrogen-bonded to more than two other solvent molecules (i.e.,widths (standard deviation8R) of the peaks observed in the
Nc(Oy—O0yv) is significantly larger than 2). two-dimensional distributions depicted in Figure 10.

We now move to the features of the solvation of 7-Al in The data in Table 5 indicate that the solagmlvent bonding
these different solvents that should be of importance for is fairly similar in most of these solvents. Itis also comparable
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TABLE 5: Structural Characteristics of Solvation in Various Solvents?

Ny—Hy Bonding Hy—Oy Bonding
1D rdfs 2D distributions 1D rdfs 2D distributions
I}k Vv RO O6R RO OR I}k —Vyoy MmO oOR RO 0OR, _Structuré
solvent A N KImo A A A A A Ne KImo A A A A %8 %nn
7-Azaindole
methanol 1.93 0.88 26.2 206 021 380 051 183 1.00 24.9 1.98 0.23 457 057 7 91
ethanol 1.94 0.71 24.9 203 021 382 047 181 1.00 29.4 190 020 422 0.64 16 79
1-propanol 1.95 0.75 28.4 209 021 376 054 181 0.98 30.0 1.92 020 449 059 18 71
TFE 2.04 1.09 19.0 216 021 344 071 189 091 33.2 208 025 406 094 22 64
2-propanol 1.89 0.90 304 205 021 362 049 181 0.89 26.9 1.97 0.27 423 0.69 3 92
tert-butyl alcohol 1.91 1.08 36.4 202 019 348 051 180 0.95 275 192 021 386 061 32 51
ethylene glycol 1.98 0.66 194 213 022 366 066 181 124 234 1.97 024 417 063 14 72
water 1.96 1.28 18.1 215 023 384 054 183 0.99 23.4 202 025 419 0.56 1 98
1-Azacarbazole

methanol 1.91 0.98 27.1 207 021 398 052 182 1.03 27.4 1.93 0.20 4.48 0.61 9 88
water 1.97 1.08 18.7 215 023 375 054 180 1.02 24.3 198 024 420 0.56 3 97

3TFE denotes 2,2,2-trifluoroethandIR, and N; are the peak position and coordination number associated with the first peak in the one-
dimensional radial distribution functions (“rdfs”) of the two solgolvent H-bonding coordinatesyNHy and H,—Oy. Coordination numbers
were determined from the integral under this first peak out to the first minimum in the-&176 A in Ryy and~2.65 A in Ryo). Vuv is the most
probable interaction energy between the solute and the solvent molecule hydrogen-bonded to the particular site (i.e. the particular soleent molecu
with the shortesR; distance). The four columns under the heading “2D distributions” characterize the average pd&tijoasd widths (standard
deviations,0R) of the peaks observed in the two-dimensional distributions depicted in Figure 10. The superstrigtel “2’ label values in
primary and secondary dimensions of these plots. For example, in the cBRyffumder the heading IN-Hy are the averagByn distances found
for the peaks on the right side of the distributions in Figure 10. These are primarily representatiyettf Nydrogen bonding. The values éR,
under this same heading are the widths of this peak in the other, i.&R ghdimension. These values provide some indication of the “tightness”
of the hydrogen bonding between the solute and solvent at the solute activé ‘€it@&5.and “%nn” refer to the relative frequency of the noncyclic
configurations sampled that are hydrogen-bonded in a manner characteristic of “eight-membered” and “nearest-neighbor bonded” structures, as
schematically shown in Scheme 2.

to the hydrogen bonding that takes place within the solvents imply. (Recall that we expect that the smallest valueRbf
themselves. The coordination numbers show that in nearly all should represent the most realistic choice.) Consistent with the
cases the B and H, solute sites form hydrogen bonds to distributions displayed in Figure 10, the reactive fractions
(distinct) solvent molecules more than 75% and 95% of the time, calculated using this most restrictive definition are all quite
respectively. Some differences among the various solvents cansmall—less than 2% in all cases. In the normal alcohol series
also be discerned. For example, although the energies at thehere is a systematic decrease in the reactive fraction (for all

two solute sites are usually comparable (and clos&/tq),
hydrogen bonds to the\site can be either stronger or weaker
than those at the (isite. In TFE the difference is most marked.
Here, the bonding to the \Nsite is relatively weak, as are

R¥) in the order methanot ethanol> 1-propanol. This trend
parallels the experimentally observed trend in reaction fa#gs.
TFE has by far the largest population of reactive spedies,
1.6%, which is consistent with the experimental observation of

hydrogen bonds in the neat liquid, whereas theskte bonding very rapid reaction in this solvefit. Alternatively, the reactive
is uncommonly strong, owing to the reduced charge on the fractions determined in ethylene glycol and water are smaller
hydroxyl oxygen atom (Table 2}. A final aspect of the than those in the normal alcohols, which is again consistent
solvation structure that shows significant variations among the with the slower reaction observed in these two solvéhts.
different solvents involves the relative disposition of the two In addition to these qualitative trends, the reactive fractions
solvent molecules that are hydrogen-bonded to the solute. Thiscalculated for 7-Al in these six solvents are in semiquantitative
aspect is represented in the last two columns of Table 5, whereaggreement with the idea that the rates are simply proportional
we list the frequency of occurrence of the eight-membered ring to f*, This point is illustrated in Figure 11 where the observed
(“%8”) and nearest-neighbor (“%nn”) structures defined in reaction rates are plotted as a functiorf(6 = 2.19 A). With
Scheme 2. The preference for forming eight-membered ring the exception of water, all of the data in these six solvents can
structures versus neighbor-bonded structures generally decreasese fit to eq 1.1 using a value &bt = 3.3 ps? (or zpt = 300
as the density of available OH bonds in the solvent increases.fs). In light of what is known about the 7-Al reaction in isolated
Thus, the %8 values increase in the order watenethanol< catalytic complexes, such a rate constant seems quite reason-
ethanol< 1-propanol< tert-butyl alcohol. A notable exception  aple4 In the case of water, the calculated fraction is roughly
in this series is 2-propanol, which forms fewer eight-membered 2-fold larger than expected on the basis of this correlation. If
rings than would be expected on this basis. In this solvent (andthe reactive fractions are assumed correct, these results would
not OtherS) solventsolvent bonds are stronger than solvent |mp|y a rough|y 2-fold slower proton transfap(r ~ 0.6 ps) in
solute hydrogen bonds so that nearest-neighbor bonding iswatef5 compared with that in the primary alcohols. Isotope
strongly preferred for energetic reasons. effect dat&>2lindicate that there may in fact be some quantita-
Having characterized the basic structural features of the tive differences in the proton-transfer steger] in water
active-site hydrogen bonding, we now turn to the reactive compared with that in alcohol solvents, so this computed
fractionsf* determined in the different solvents. These results difference in reactive fractions could in fact be correct.
are summarized in Table 6 and Figure 11. In Table 6 we list However, given the variations ifi provided by different water
reactive fractions for the definitions of reactive geometry models, it is unwise to attach much significance to the deviation.
discussed previouslyR = 2.19, 2.44, and 2.69 A. Alsolisted  With respect to all of the aforementioned solvents, including
for the R¥ = 2.19 A case are the values ofr and AG* they water, it is best to conclude that the simulation results are
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TABLE 6: Summary of Reactive Fractions?®

R=219A RF=2.44 A RF=2.69 A
solvent f(R) (1079) 7p7 (PS) AG* (kJ/mol) f(R) (1079) f(RH) (1079)
7-Azaindole-Ab Initio Solvent Models
methanol 25-04 0.3 15.0 9.6: 1.3 20+ 2
ethanol 1.3:0.2 0.2 16.6 4% 0.5 135+ 1.7
1-propanol 1204 0.2 16.8 4.3 1.0 125+ 1.2
TFE 16+ 2 0.5 10.3 68+ 7 146+ 11
2-propanol 5t 3 2 13 16+ 8 31+12
tert-butyl alcohol 7+ 3 2 12 19+ 5 48+ 4
ethylene glycol 0.8£04 0.3 18 12+ 4 41+ 11
water 0.664 0.08 0.5 18.3 52204 19.4+ 0.9
7-Azaindole-Other Solvent Models
methanol (opls) 2305 0.3 15.0 7.H11 15+ 1.2
ethanol (OPLS) 1.504 0.2 16.1 7511 24+ 2
1-propanol (OPLS) 0.&0.2 0.2 17.6 3.2 0.6 10+ 2
2-propanol (OPLS) 2612 0.6 15 5.5t 1.5 18+ 7
tert-butyl alcohol (OPLS) 42 1.3 14 17+ 2 65+ 13
water (SPC) 1.&¢0.3 0.8 17 55:1.2 23+3
water (TIP4P) 2.0:1.0 1.6 15 &4 30+ 11
1-Azacarbazole Ab Initio Solvent Models
methanol 2.3t 0.7 1.2 15 &t 2 18+ 4
water 0.8+ 0.3 2 18 5+ 2 23+ 4

aReactive fraction$(R) are the fractional populations contained within regioRs«(< R¥, Rio = R), whereRu and Ry are the solute
solvent hydrogen-bonding distances defined in Figure-3is the proton-transfer rate that would be required for a gii¢B) in order to obtain
the experimentally observed reaction ratg{values from refs 13 and 21) according to eq 1.1. Uncertainties in the vald@R pfisted here are
+1 standard deviation of the mean of 10 subsets of the overall simulation

interpretation would be to conclude that the focusfoalone

is incorrect. Differences ikt between primary and secondary/
tertiary alcohols could just as well give rise to the different
reaction rates in these systems. Or, contrary to the test cases
studied in section III.B, thelynamicsof solvation could be
important in these particular solvents. Although these pos-
. sibilities cannot be ruled out entirely, given the extensive
experimental data implicating an equilibrium solvent property
like f* as being the sole solvent effedtit seems unlikely that
this underlying idea is incorrect. A more likely interpretation

is that the equilibrium fractions of these solvents are not
accurately portrayed by the present simulations, probably as a
. result of inaccuracies in the intermolecular potential functions

10? ——— —

10!

—e——()>—— 2-PrOH

Observed Reaction Rate (ns‘])

- o— O t-BuOH 1 used for these solvents. Some perspective on this possibility
can be gleaned from the results on OPLS solvents also provided
I | in Table 6 and Figure 11. We note that the different charges
O e o water in the OPLS and ab initio models produce roughly 2-fold
100 ] TR S Y S differences in the values &f predicted in the case of 2-propanol
10 10

andtert-butyl alcohol but much smaller differences in the case
of the normal alcohols. These differences reflect only the choice

Figure 11. Comparison of simulated reactive fractions and observed of charge representation. It may also be that our use of united-
reaction rates of 7-Al in bulk alcohol solvents. The larger symbols are atom representations of Gldnd CH groups does not do justice

results obtained using the ab initio solvent set, and the smaller symbolst0 the steric interactions in these solvents, which would be
are those obtained with OPLS models. The line shown is the best fit expected to be significantly different from those in primary
of the ab initio data (in a linear format) excluding 2-propanol tertt alcohols. A final possibility is that both the basic idea and the
butyl alcohol. It represents the proportionalkys = (3.3 ps™) f*. simulation models are basically sound but that our use of the
consistent with the main solvent dependence of these reaction<Titerion Ruy = Rio = 2.19 A to define reactive configurations
deriving from the equilibrium fraction§, as proposed on the IS too crude. We note that there are some differences between
basis of experimental resuf. the distributions of H-bonding angles in the cyclic forms of

However, Figure 11 also clearly shows that two of the Primary and these secondary/tertiary alcohols that perhaps are
solvents studied here, the two nonprimary alcohols 2-propanol important. Recent high-resolution jet studies indicate that7-Al
andtert-butyl alcohol, do not fit neatly into this picture. The H20 complexes may be cyclic in the sense defined here but
reactive fractions in these two solvents are significantly larger nevertheless nonreactive owing to angular displacements that
than the fractions in methanol, whereas the observed reactionare difficult to overcome at the low temperatures achieved in
rates are actually much smaller. There is about a factor of 5 supersonic expansidf. However, until more is known about
discrepancy between the calculated fractions and what wouldthe real geometric constraints involved, it does not seem fruitful
be expected based on the results in the other solvents. Thisto try to adopt more complicated criteria in order to better
“deviant” behavior can be interpreted in a number of ways. One correlate all of the solvents.

fIR*=2.19A)
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With these considerations in mind, we conclude that the Wr——T T T T
results presented in Table 5 and Figure 11 generally support L
the notion that the variation in the reaction rates of 7-Al in bulk

18 - 1-PrOH
alcohols and water is due mainly to variations the equilibrium I |
populations of reactive forms, as described by eq 1.1. Indeed, EtOH +
given the simplicity of the modeling performed here, the fact 16 - 1

that all of the experimental results can be rationalized using MeOH /\—G— 1
the simulated fractions and values lgf; (or zpt in Table 5) B
that are all near the expected value~dd.5 ps should probably — I
be viewed as strong support for the basic picture discussed in

. 12 - _
the Introduction. L -BuOH

It is therefore interesting to consider what differences in

AG* (kJ/mol)
=
T
1

solvation are responsible for the different reactive fractions and 10 - 7
thus reaction rates in these various solvents. We have not

discerned any clear links between the relatively subtle variations P A R E R B PR T

in solvent structure observed in the different alcohol solvents 8 10 12 14 16 18 20 22
and differences in their reactive fractions. However, there is a AE_ _ (kl/mol)

cyc

clear connection betwedhand the energetics of solvation. At
least in the mono-hydroxy alcohols, the origin of the solvent
dependence of*, or equivalently of AG*, can be simply
explained on the basis of the pair bonding energies of the
reactive and nonreactive forms. Assuming that every alcohol -5 |
molecule has strong interactions with exactly two other alcohol

molecules (invalid in the cases of water and ethylene glycol), \Q\#

Figure 12. Comparison of the approximate energyH,., eq 3.6) with
the free energyAG*, eq 1.1) required to form cyclic structures. The
line represents equality between these two energies.

T T T

:

an accounting of the energy cost of adopting a reactive geometry
in a bulk alcohol solvent can be made according to the
approximate relation

\Q\ ‘MeOH B

—

P

AEq,o={V(cyc) + 2V(vo)} — {V(U, 1)+ (U, 2) +
V(1, 3)+ V(2, 4)} (3.6)

In this expression we consider the energetics of the two key
solvent molecules labeled “1” and “2” in Scheme 2, which we
assume make a total of four hydrogen bonds to other molecules. N T S
The V(x) are average interaction energies of various setute 2.9 3.1 33 3.5 3.7
solvent and solventsolvent pairs, averaged over distributions 10%/T (K)

of the sort illustrated in Figure 4. The energy of a nonreactive
neighbor-bonded or eight-membered ring structure is given by
the second term in braces in eq 38(U, 1) in this latter term
refers to the interaction energy between the solute (“U”) and f* in these mono-alcohols. (Water is also an exception, as is
solvent molecule 1, defined as the particular solvent molecule discussed in the next section.)

Figure 13. Arrhenius plots of the temperature dependence of the
reactive fractions of 7-Al in methanol and water.

having the minimum N—Hy distance, andv(1, 3) is the E. Temperature and Solute Dependence.Two final
interaction energy between this solvent molecule and whicheveraspects of the simulated behavior lend further support to the
other solvent molecule (“3") has the smallest-€Hy distance notion that the reactive fractions are primarily responsible for

V(U, 2) and V(2, 4) are defined analogously. (In eight- the solvent dependence of the reaction rates in these systems.
membered ring structures, labels “3” and “4” refer to the same The first involves the temperature dependencé* ofExperi-
solvent molecule whose interactions are included twice in the mentally, the rates of the 7-Al and 1-AC reactions are observed
accounting procedure.) The energy of the cyclic structure is to exhibit activation energies 0f10—15 kJ/mol in a variety
estimated as the average interaction energy simulated for anof alcohol solventd! Within the context of eq 1.1, this
isolated 1:1 complex in cyclohexan¥(cyc), plus the energy  activation energy for reaction is interpreted as being the enthalpy
of two solvent-solvent bonds that solvent 2 makes once freed change in forming the reactive for. As a further test of the
from the solute. The latter energy is from the average bulk model, we have therefore performed simulations of 7-Al in
pair energw (vv). methanol and water for six temperatures in the range-349

A comparison of these cyclic energy estimateiS.,. with K. The results are displayed as Arrhenius plots in Figure 13.
the actual free energiesG* is provided in Figure 12. Although  These plots yield values afH* of 13 & 4 and 11+ 3 kJ/mol
the above accounting scheme only considers four pair interac-for methanol and water, respectively. The activation energies
tions, the values oAEc are nearly within uncertainties of the  observed experimentally for the 7-Al reaction are 1&4.4
values ofAG* in the mono-alcohol solvents. The only exception kJ/moP8in methanol and 8.8 1 kJ/mol* in water. Thus, the
is tert-butyl alcohol, for whichAE. is nearly 10 kJ/mol greater ~ observed activation energies for reaction in both solvents are
than AG*. From this remarkable agreement we conclude that within uncertainties of the temperature dependence of the
in all but one of these solvents, the primary determinant of the simulated reactive fractionsAH¥), supporting the above
reactive fraction is simply the differential strength of the interpretation.
hydrogen bonds that can be formed in cyclic versus noncyclic It is interesting to compare these valuesAiff* with the
structures. With the exception ¢ért-butyl alcohol, entropic results calculated in part D. In the case of methanol the
considerations must therefore play a minor role in determining simulated value oAH* is consistent with both the estimate of
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AEy derived previously (12 2 kd/mol) andAG* itself (15.0 the fraction of solute molecules in “reactive” solvation states
+ 0.3 kJ/mol), as anticipated. In water, on the other hand, the () was observed to be small, typically less than 1%. Molecular
activation energy appears to be significantly lower than the value dynamics simulations in methanol and water showed these
of AG* = 18.3+ 0.3 kJ/mol. (Estimates okEy. also lead to reactive fractions, and not solvent dynamical effects, should
values significantly lower thanG*.) These differences could  control the reaction rates, as is assumed in eq 1.1. In most of
reflect the fact that entropic as well as energetic effects play a the solvents studied a good correlation was found between the
role in determiningf* in water. The entropic contribution simulated reactive fractions and the rates experimentally
appears to be large in this case, accounting for more than ameasured for the 7-Al reaction (Figure 11). This correlation
10-fold reduction irff compared with what would be expected implies a value okpr =~ (0.3 ps)! for the rate of the proton-

on energetic grounds alone. Since this conclusion rests on thetransfer step in properly solvated 7-Adlcohol complexes, a
accuracy of ouAGF estimates, which are by no means assured, value consistent with what is known about reaction rates in dilute
it is comforting to note that there is also experimental evidence solution. Most of the results reported here involved simulations
for such a distinction between water and most alcohol solvents. of the 7-Al reaction. However, several simulations of the 1-AC

By use of the notation of eq 1.1, the rakig.Jexp(—EJ/(RT)), solute indicate that the reactive fractions in the 1-AC system
where E, is the experimentally observed activation energy, should be very close to those in 7-Al. This finding is consistent
should be approximately constantAfG* = E,. For the 7-Al with the remarkable parallelism observed in the solvent depen-

and 1-AC reactions in alcohols this ratio appears to be dence of the two reactions. Finally, we also simulated the
approximately constant among the normal alcohols but roughly temperature dependence of the reactive fractions of 7-Al in two
an order of magnitude larger in watéin complete agreement  solvents: methanol and water. The agreement between the
with the simulation results. enthalpy changes associated with formation of reactive solvation

The final aspect of these reactions we consider is their solute states and the activation energies observed experimentally in
dependence. As discussed in the Introduction, striking parallelsthese two solvents lends further support to the validity of the
between the solvent dependence of the tautomerization rates oproposed mechanism.

7-Al and 1-AC have been observed experimentéi§. This Two of the eight solvents studied here, the two nonprimary
observation has been interpreted within the context of eq 1.1 5icohols 2-propanol antert-butyl alcohol, were observed to
as reflecting the fact that the solvent dependendéisfnearly geviate significantly from the correlation established by the other
the same for these two solutes. Given the similarity in their gqoents, The values of the reactive fractions calculated in these
active-site geometries and charges (Table 1), such closeness igyq solvents are roughly 5-fold larger than expected on the basis
not surprising. Nevertheless, it is important that the simulations of the experimentally observed reaction rates. Of the possible
bear out this expectation. As displayed in Table 5, the simulated e450ns considered for these deviations, it seems most likely
features of the solutesolvent hydrogen bonding differ little a1 inaccuracies in the intermolecular potential models used
between 7-Al and 1-AC. The slightly larger charges on the pere are primarily to blame. Some tests of the sensitivity of
active sites of 1-AC lead to a small enhancement of the hydrogen,q sjmylated behavior to variations in the potential parameters

bonding to both sites relative to 7-Al, as indicated by the o6 performed in the present work, and from these it can be

decrease iRy and the increase iNc andVyy. However, these  qn0ged that an accuracy of no better than a factor of 2 should
modest changes do not significantly alter the reactive fractions yq expected for the values of the reactive fractions calculated

calculated, as indicated by the comparison provided in Table oo Although relative variations among similar solvents

g' Th(;ls, W'thf :ﬁspect I,O b]?th tf[he s?rl]ute and 'Eempelra;['ure should be better reproduced, it seems reasonable to suspect that
ependence of the reactive ractions, the present simula IonSpossibly subtle differences between solvation in primary and
appear to corroborate the picture of the solvent involvement

. . secondary alcohols might not be captured by the simple potential
constructed to explain the experimental data. functions employed. We are currently performing simulations
. of the solvatochromic behavior of solutes sensitive to hydrogen
IV. Summary and Conclusions bonding in order to explore just what level of realism is to be

In this work we have used classical Monte Carlo and €Xxpected from different potential models of alcohol solvéhts.

molecular dynamics computer simulations to explore the role  Despite these difficulties, the present simulations provide
played by hydroxylic solvents in the excited-state tautomeriza- considerable evidence that the mechanism of solvent involve-
tion of 7-azaindole and 1-azacarbazole. We have examined thement inferred from experimental evidence is basically correct.
solvation structure in a variety of 7-Al and 1-AC-alcohol What further insight do the simulations offer regarding the nature
and water systems with a view toward testing the mechanism of solvation/reaction in these systems? One observation is that
of solvent catalysis proposed on the basis of experimental in most respects solvation of 7-Al and 1-AC is not qualitatively
work.2? This mechanism postulates that the slow tautomeriza- different in water compared with solvation in alcohol solvents.
tion observed in bulk alcohol solvents results from the scarcity Dynamical studies show that reorganization of the solvation
of reactant molecules properly solvated for reaction. “Proper” structure in water occurs on a-3@00 ps time scale, making
solvation is assumed to involve a cyclically hydrogen-bonded the idea that long-lived solvation states block reaction in water
complex with a single alcohol solvent molecule bridging the for times in the nanosecond range appear untenable. In water
sites of proton transfer. The mechanism further supposes (egand in alcohol solvents, thiynamicsof solvation appear to be
1.1) that the rates observed in different bulk solvents are irrelevant to the reaction. The slower reaction times observed
proportional to the equilibrium fraction of molecules in the in water compared with those in alcohol solvents merely reflect
reactive geometry, with the proportionality constant being the the smaller fraction of reactive (cyclically bonded) forms
rate of the actual proton-transfer stdpq{, which is assumed  present. The reason for the small proportion of reactive
to be rapid €5 ps) and solvent-independent. solvation states in water and in hydroxylic solvents in general
The simulations performed here generally support this is geometrical in nature. The hydrogen-bonding sites in 7-Al
proposed mechanism. In all of the bulk solvents examined, and 1-AC are positioned such that a single water or alcohol
which included six alkyl alcohols, ethylene glycol, and water, molecule simultaneously bound to both sites can only make
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TABLE 7: Thermodynamic Properties of the Neat Solvents

density (g cm®) AHyap (kJ/moly
solvent expt ab initio OPLS expt ab initio OPLS

methanol 0.786 0.758(4) 0.759¢3) 37.4 35.8(-4) 37.9¢-1)
ethanol 0.785 0.81#(3) 0.748€5) 423 42.741) 41.8¢-1)
1-propanol 0.800 0.835{4) 0.788(1) 47.3 46.2(-2) 47.4(-0)
TFE 1.374 1.088¢21) 434 38.7¢11)

2-propanol 0.781 0.772(1) 0.779¢0) 45.5 53.8¢18) 47.0(-3)
tert-butyl alcohol 0.781 0.755(3) 0.773¢1) 46.8 46.1¢2) 46.4¢1)
ethylene glycol 1.110 1.075Q) 67.8 78.7¢16)

watef 0.997 0.912¢9) 0.999(+0) 44.0 36.9¢16) 44.6(+1)

a All values correspond to 298 K and 1 atm pressure. Values in parentheses are the percentage errors in the simulated values. OPLS and experimental
values taken from the compilations in refs 38 and BBnthalpies of vaporization were calculated from the total interaction energies observed in
the simulation using an experimental correction for gas nonideality as discussed in ¥@H@8OPLS values listed for water are for the preferred
TIP4P modef?®

relatively weak, highly nonlinear hydrogen bonds to the solute comparisons to OPLS results (available for all solvents except
(Figure 5). In bulk solvents, eight-membered ring or neighbor- for TFE and ethylene glycol) for these and other structural/
bonded structures (Scheme 2) prevail over cyclically bonded energetic properties, the neat solvents showed the ab initio
forms simply because stronger hydrogen bonds can be formedmodels to be quite similar to the OPLS models in almost all
when two different solvent molecules bind to the solute “active cases. Table 7 summarizes the comparison of the densities and
sites”. In most of the solvents studied here the free energy enthalpies of vaporizatiorAHyap) obtained with the ab initio
change to reach the reactive geometry can be accuratelyand OPLS models with the experimental values. These data
accounted for simply in terms of the energy penalty associated show that in cases of overlap, the ab initio properties deviate
with exchanging two strong hydrogen bonds made in the more from the experimental values than their OPLS counter-
nonreactive structures for the two weaker bonds made in theparts. The average absolute error in the simulated densities is
cyclic form. Entropic effects are therefore of little importance 4% for the ab initio parametrization and 2.5% for the OPLS
in the reactive equilibrium in most alcohol solvents. It is parametrization. In the case &fHap the errors are 7% (ab
interesting to note that water is qualitatively different in this initio) versus 1.5% (OPLS). The better agreement for the OPLS
regard. In water, the reactive fraction is significantly smaller setis to be expected, since the parameters of these models were
than is accounted for by this energy effect alone such that thereoptimized in order to reproduce these specific experimental
must also be a sizable entropy penalty to adopting the reactivequantities. (For consistency with the other representations we
geometry in water. have used a three-site model for water, whereas the properties
We can summarize the findings of the present work by stating reported here are for the preferred four-site (TIE#Rersion.)
that the reaction rates of 7-Al and 1-AC in hydroxylic solvents Nevertheless, in nearly all cases the agreement between the
can be understood in terms of geometric hydrogen-bonding calculated and experimental values appears to be acceptable.
requirements between the solute and solvent molecules. SuchThe ab initio models of 2-propanol and ethylene glycol are too
geometric control over the reaction is of course rather specific strongly bound by some ¥20% whereas water is too weakly
to these particular solutes and solvents, as discussed in sectiodound by 16%. These departures from experimental results
IlIA (Figures 5 and 6.). It is therefore of interest to examine should probably be expected to give rise to some quantitative
these same reactions in other solvent types (such as #@f)ides inaccuracies in the results obtained here but to still be
as well as other reactions, for example, BPigure 6) and qualitatively reliable. However, this may not be true in one
7-hydroxyquinoling®? in alcohol solvents in order to form a  solvent, TFE. There is no OPLS model of this solvent. We
more complete picture of the role of solvation structure and have therefore adopted Lennard-Jones parameters for the CF
dynamics in solvent-catalyzed proton-transfer processes. Workgroup from another souré8 These parameters, combined with
along these lines is currently in progress in our group. our ab initio charges lead to a system with a much lower density
(>20% lower!) than is observed experimentall§tH,p is also
Acknowledgment. The authors acknowledge the generosity smaller than the experimental value by some 11%. Given the
of Bill Jorgensen in providing a copy of the “BOSS” program large deviation in density, it seems prudent to view the results
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simulations reported here would not have been possible. Werepresent this particular solvent.
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simulations on these systems. Some of this work was partlally Supporting Information Available: Table ||St|ng solute
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